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This classic work, now available from Springer, summarizes developments in the field of hypotheses testing. Optimality considerations continue to pro-
vide the organizing principle; however, they are now tempered by a much stronger emphasis on the robustness properties of the resulting proce-
dures. This book is an essential reference for any graduate student in statistics.
Highly readable paperback reprint of one of the great time-tested classics in the field of signal processing Together with the reprint of Part III and the
new Part IV, this will be the most complete treatment of the subject available As imperative today as it was when it originally published Has important
applications in radar, sonar, communications, seismology, biomedical engineering, and astronomy Includes section summaries, examples, and a large
number of problems
This Handbook is a collection of chapters on key issues in the design and analysis of computer simulation experiments on models of stochastic sys-
tems. The chapters are tightly focused and written by experts in each area. For the purpose of this volume “simulation refers to the analysis of
stochastic processes through the generation of sample paths (realization) of the processes. Attention focuses on design and analysis issues and the
goal of this volume is to survey the concepts, principles, tools and techniques that underlie the theory and practice of stochastic simulation design
and analysis. Emphasis is placed on the ideas and methods that are likely to remain an intrinsic part of the foundation of the field for the foreseeable
future. The chapters provide up-to-date references for both the simulation researcher and the advanced simulation user, but they do not constitute an
introductory  level  ‘how to’  guide.  Computer  scientists,  financial  analysts,  industrial  engineers,  management  scientists,  operations  researchers  and
many other professionals use stochastic simulation to design, understand and improve communications, financial, manufacturing, logistics, and ser-
vice systems. A theme that runs throughout these diverse applications is the need to evaluate system performance in the face of uncertainty, includ-
ing uncertainty in user load, interest rates, demand for product, availability of goods, cost of transportation and equipment failures. * Tightly focused
chapters written by experts * Surveys concepts, principles, tools, and techniques that underlie the theory and practice of stochastic simulation design
and analysis * Provides an up-to-date reference for both simulation researchers and advanced simulation users
Introductory Business Statistics is designed to meet the scope and sequence requirements of the one-semester statistics course for business, eco-
nomics, and related majors. Core statistical concepts and skills have been augmented with practical business examples, scenarios, and exercises. The
result is a meaningful understanding of the discipline, which will serve students in their business careers and real-world experiences.
Bernard Rosner's FUNDAMENTALS OF BIOSTATISTICS is a practical introduction to the methods, techniques, and computation of statistics with human
subjects. It prepares students for their future courses and careers by introducing the statistical methods most often used in medical literature. Rosner
minimizes the amount of mathematical formulation (algebra-based) while still giving complete explanations of all the important concepts. As in previ-
ous editions, a major strength of this book is that every new concept is developed systematically through completely worked out examples from cur-
rent medical research problems. Most methods are illustrated with specific instructions as to implementation using software either from SAS, Stata, R,
Excel or Minitab. Important Notice: Media content referenced within the product description or the product text may not be available in the ebook ver-
sion.
Explores mathematical statistics in its entirety—from the fundamentals to modern methods This book introduces readers to point estimation, confi-
dence intervals, and statistical tests. Based on the general theory of linear models, it provides an in-depth overview of the following: analysis of
variance (ANOVA) for models with fixed, random, and mixed effects; regression analysis is also first presented for linear models with fixed, random,
and mixed effects before being expanded to nonlinear models; statistical multi-decision problems like statistical selection procedures (Bechhofer and
Gupta) and sequential tests; and design of experiments from a mathematical-statistical point of view. Most analysis methods have been supplement-
ed by formulae for minimal sample sizes. The chapters also contain exercises with hints for solutions. Translated from the successful German text,
Mathematical Statistics requires knowledge of probability theory (combinatorics, probability distributions, functions and sequences of random vari-
ables), which is typically taught in the earlier semesters of scientific and mathematical study courses. It teaches readers all about statistical analysis
and covers the design of experiments. The book also describes optimal allocation in the chapters on regression analysis. Additionally, it features a
chapter devoted solely to experimental designs. Classroom-tested with exercises included Practice-oriented (taken from day-to-day statistical work of
the authors) Includes further studies including design of experiments and sample sizing Presents and uses IBM SPSS Statistics 24 for practical calcula-
tions of data Mathematical Statistics is a recommended text for advanced students and practitioners of math, probability, and statistics.
Theory of Spatial Statistics: A Concise Introduction presents the most important models used in spatial statistics, including random fields and point
processes, from a rigorous mathematical point of view and shows how to carry out statistical inference. It contains full proofs, real-life examples and
theoretical exercises. Solutions to the latter are available in an appendix. Assuming maturity in probability and statistics, these concise lecture notes
are self-contained and cover enough material for a semester course. They may also serve as a reference book for researchers. Features * Presents
the mathematical foundations of spatial statistics. * Contains worked examples from mining, disease mapping, forestry, soil and environmental sci-

ence, and criminology. * Gives pointers to the literature to facilitate further study. * Provides example code in R to encourage the student to experi-
ment. * Offers exercises and their solutions to test and deepen understanding. The book is suitable for postgraduate and advanced undergraduate stu-
dents in mathematics and statistics.
This book builds theoretical statistics from the first principles of probability theory. Starting from the basics of probability, the authors develop the the-
ory of statistical inference using techniques, definitions, and concepts that are statistical and are natural extensions and consequences of previous
concepts.  Intended for  first-year  graduate students,  this  book can be used for  students  majoring in  statistics  who have a solid  mathematics  back-
ground. It can also be used in a way that stresses the more practical uses of statistical theory, being more concerned with understanding basic statisti-
cal concepts and deriving reasonable statistical procedures for a variety of situations, and less concerned with formal optimality investigations. Impor-
tant Notice: Media content referenced within the product description or the product text may not be available in the ebook version.
This book presents the theory of probability and mathematical statistics at a level suitable for researchers at the frontiers of applied disciplines. Exam-
ples and exercises make essential concepts in measure theory and analysis accessible to those with preparation limited to vector calculus. Complete,
detailed solutions to all the exercises demonstrate techniques of problem solving and provide immediate feedback. Part I, The Theory of Probability,
starts with elementary set theory and proceeds through basic measure and probability, random variables, integration and mathematical expectation.
It concludes with an extensive survey of models for distributions of random variables. Part II, The Theory of Statistics, begins with sampling theory
and distribution theory for statistics from normal populations, proceeds to asymptotic (large-sample) theory, and on to point and interval estimation
and tests of parametric hypotheses. The last three chapters cover tests of nonparametric hypotheses, Bayesian methods, and linear and nonlinear re-
gression. Researchers and graduate students in applied fields such as actuarial science, biostatistics, economics, finance, mathematical psychology,
and systems engineering will find this book to be a valuable learning tool and an essential reference. Sample Chapter(s) Chapter 1: Probability on Abs-
tract Sets (476 KB) Chapter 5: Sampling Distributions (405 KB) Request Inspection Copy
Developed from celebrated Harvard statistics lectures, Introduction to Probability provides essential language and tools for understanding statistics,
randomness, and uncertainty. The book explores a wide variety of applications and examples, ranging from coincidences and paradoxes to Google
PageRank and Markov chain Monte Carlo (MCMC). Additional
The latest edition of this classic is updated with new problem sets and material The Second Edition of this fundamental textbook maintains the book's
tradition of clear, thought-provoking instruction. Readers are provided once again with an instructive mix of mathematics, physics, statistics, and infor-
mation theory. All the essential topics in information theory are covered in detail, including entropy, data compression, channel capacity, rate distor-
tion, network information theory, and hypothesis testing. The authors provide readers with a solid understanding of the underlying theory and applica-
tions. Problem sets and a telegraphic summary at the end of each chapter further assist readers. The historical notes that follow each chapter recap
the main points. The Second Edition features: * Chapters reorganized to improve teaching * 200 new problems * New material on source coding, port-
folio theory, and feedback capacity * Updated references Now current and enhanced, the Second Edition of Elements of Information Theory remains
the ideal textbook for upper-level undergraduate and graduate courses in electrical engineering, statistics, and telecommunications.
Written by one of the main figures in twentieth century statistics, this book provides a unified treatment of first-order large-sample theory. It discuss-
es a broad range of applications including introductions to density estimation, the bootstrap, and the asymptotics of survey methodology. The book is
written at an elementary level making it accessible to most readers.
A hands-on approach to statistical inference that addresses the latest developments in this ever-growing field This clear and accessible book for begin-
ning graduate students offers a practical and detailed approach to the field of statistical inference, providing complete derivations of results, discus-
sions, and MATLAB programs for computation. It emphasizes details of the relevance of the material, intuition, and discussions with a view towards
very modern statistical inference. In addition to classic subjects associated with mathematical statistics, topics include an intuitive presentation of the
(single and double) bootstrap for confidence interval calculations, shrinkage estimation, tail (maximal moment) estimation, and a variety of methods
of point estimation besides maximum likelihood, including use of characteristic functions, and indirect inference. Practical examples of all methods
are given. Estimation issues associated with the discrete mixtures of normal distribution, and their solutions, are developed in detail. Much emphasis
throughout is on non-Gaussian distributions, including details on working with the stable Paretian distribution and fast calculation of the noncentral
Student's t. An entire chapter is dedicated to optimization, including development of Hessian-based methods, as well as heuristic/genetic algorithms
that do not require continuity, with MATLAB codes provided. The book includes both theory and nontechnical discussions, along with a substantial ref-
erence to the literature, with an emphasis on alternative, more modern approaches. The recent literature on the misuse of hypothesis testing and p--
values for model selection is discussed, and emphasis is given to alternative model selection methods, though hypothesis testing of distributional as-
sumptions is covered in detail, notably for the normal distribution. Presented in three parts—Essential Concepts in Statistics; Further Fundamental
Concepts in Statistics; and Additional Topics—Fundamental Statistical Inference: A Computational Approach offers comprehensive chapters on: Intro-
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ducing Point and Interval Estimation; Goodness of Fit and Hypothesis Testing; Likelihood; Numerical Optimization; Methods of Point Estimation; Q-Q
Plots and Distribution Testing; Unbiased Point Estimation and Bias Reduction; Analytic Interval Estimation; Inference in a Heavy-Tailed Context; The
Method of Indirect Inference; and, as an appendix, A Review of Fundamental Concepts in Probability Theory, the latter to keep the book self-con-
tained, and giving material on some advanced subjects such as saddlepoint approximations, expected shortfall in finance, calculation with the stable
Paretian distribution, and convergence theorems and proofs.
Some general  concepts;  Pure significance tests;  Significance tests:  simple null  hypotheses;  Significance tests:  composite null  hypotheses;  Distribu-
tion-free and randomization tests; Interval estimation; Point estimation; Asymptotic theory; Bayesian methods; Decision theory.
Inverse problems are concerned with determining causes for observed or desired effects. Problems of this type appear in many application fields both
in science and in engineering. The mathematical modelling of inverse problems usually leads to ill-posed problems, i.e., problems where solutions
need not exist, need not be unique or may depend discontinuously on the data. For this reason, numerical methods for solving inverse problems are
especially difficult, special methods have to be developed which are known under the term "regularization methods". This volume contains twelve sur-
vey papers about solution methods for inverse and ill-posed problems and about their application to specific types of inverse problems, e.g., in scatter-
ing theory, in tomography and medical applications, in geophysics and in image processing. The papers have been written by leading experts in the
field and provide an up-to-date account of solution methods for inverse problems.
This three-part book provides a comprehensive and systematic introduction to these challenging topics such as model calibration, parameter estima-
tion, reliability assessment, and data collection design. Part 1 covers the classical inverse problem for parameter estimation in both deterministic and
statistical frameworks, Part 2 is dedicated to system identification, hyperparameter estimation, and model dimension reduction, and Part 3 considers
how to collect data and construct reliable models for prediction and decision-making. For the first time, topics such as multiscale inversion, stochastic
field parameterization, level set method, machine learning, global sensitivity analysis, data assimilation, model uncertainty quantification, robust de-
sign, and goal-oriented modeling, are systematically described and summarized in a single book from the perspective of model inversion, and elucidat-
ed with numerical examples from environmental and water resources modeling. Readers of this book will not only learn basic concepts and methods
for simple parameter estimation, but also get familiar with advanced methods for modeling complex systems. Algorithms for mathematical tools used
in this book, such as numerical optimization, automatic differentiation, adaptive parameterization, hierarchical Bayesian, metamodeling, Markov chain
Monte Carlo, are covered in details. This book can be used as a reference for graduate and upper level undergraduate students majoring in environ-
mental engineering, hydrology, and geosciences. It also serves as an essential reference book for professionals such as petroleum engineers, mining
engineers, chemists, mechanical engineers, biologists, biology and medical engineering, applied mathematicians, and others who perform mathemati-
cal modeling.
Statistical design is one of the fundamentals of our subject, being at the core of the growth of statistics during the previous century. In this book the
basic theoretical underpinnings are covered. It describes the principles that drive good designs and good statistics. Design played a key role in agricul-
tural statistics and set down principles of good practice, principles that still apply today. Statistical design is all about understanding where the
variance comes from, and making sure that is where the replication is. Indeed, it is probably correct to say that these principles are even more impor-
tant today.
Instructs readers on how to use methods of statistics and experimental design with R software Applied statistics covers both the theory and the appli-
cation of modern statistical and mathematical modelling techniques to applied problems in industry, public services, commerce, and research. It pro-
ceeds from a strong theoretical background, but it is practically oriented to develop one's ability to tackle new and non-standard problems confident-
ly. Taking a practical approach to applied statistics, this user-friendly guide teaches readers how to use methods of statistics and experimental design
without going deep into the theory. Applied Statistics: Theory and Problem Solutions with R includes chapters that cover R package sampling proce-
dures, analysis of variance, point estimation, and more. It follows on the heels of Rasch and Schott's Mathematical Statistics via that book's theoreti-
cal background—taking the lessons learned from there to another level with this book’s addition of instructions on how to employ the methods using
R. But there are two important chapters not mentioned in the theoretical back ground as Generalised Linear Models and Spatial Statistics. Offers a
practical over theoretical approach to the subject of applied statistics Provides a pre-experimental as well as post-experimental approach to applied
statistics Features classroom tested material Applicable to a wide range of people working in experimental design and all empirical sciences Includes
300 different procedures with R and examples with R-programs for the analysis and for determining minimal experimental  sizes Applied Statistics:
Theory and Problem Solutions with R will appeal to experimenters, statisticians, mathematicians, and all scientists using statistical procedures in the
natural sciences, medicine, and psychology amongst others.
Descriptive statistics; Probability; Probability distributions; Two random variables; Sampling; Point estimation; Interval estimation; Hypothesis testing;
Analysis of variance; Fitting a line; Regression theory; Multiple regression; Correlation; Nonlinear regression; Nonparametric statistics; Chi-square
tests; Maximum likelihood; Bayesian decision theory; Time series analysis; Simultaneous equations; Index numbers; Sampling designs; Game theory.
A new edition of this popular text on robust statistics, thoroughly updated to include new and improved methods and focus on implementation of
methodology using the increasingly popular open-source software R. Classical statistics fail to cope well with outliers associated with deviations from
standard distributions. Robust statistical methods take into account these deviations when estimating the parameters of parametric models, thus in-
creasing the reliability of fitted models and associated inference. This new, second edition of Robust Statistics: Theory and Methods (with R) presents
a broad coverage of the theory of robust statistics that is integrated with computing methods and applications. Updated to include important new re-
search results of the last decade and focus on the use of the popular software package R, it features in-depth coverage of the key methodology, in-
cluding regression, multivariate analysis, and time series modeling. The book is illustrated throughout by a range of examples and applications that
are supported by a companion website featuring data sets and R code that allow the reader to reproduce the examples given in the book. Unlike
other books on the market, Robust Statistics: Theory and Methods (with R) offers the most comprehensive, definitive, and up-to-date treatment of the
subject. It features chapters on estimating location and scale; measuring robustness; linear regression with fixed and with random predictors; multi-

variate analysis; generalized linear models; time series; numerical algorithms; and asymptotic theory of M-estimates. Explains both the use and theo-
retical justification of robust methods Guides readers in selecting and using the most appropriate robust methods for their problems Features compu-
tational algorithms for the core methods Robust statistics research results of the last decade included in this 2nd edition include: fast deterministic ro-
bust regression, finite-sample robustness, robust regularized regression, robust location and scatter estimation with missing data, robust estimation
with independent outliers in variables, and robust mixed linear models. Robust Statistics aims to stimulate the use of robust methods as a powerful
tool to increase the reliability and accuracy of statistical modelling and data analysis. It is an ideal resource for researchers, practitioners, and gradu-
ate students in statistics, engineering, computer science, and physical and social sciences.
The problem of solving nonlinear equations and systems of equations ranks among the most signi?cant in the theory and practice, not only of applied
mathematicsbutalsoofmanybranchesofengineeringsciences,physics,c- puter science, astronomy, ?nance, and so on. A glance at the bibliography and
the list of great mathematicians who have worked on this topic points to a high level of contemporary interest. Although the rapid development of digi-
tal computers led to the e?ective implementation of many numerical methods, in practical realization, it is necessary to solve various problems such
as computational e?ciency based on the total central processor unit time, the construction of iterative methods which possess a fast convergence in
the presence of multiplicity (or clusters) of a desired solution, the control of rounding errors, information about error bounds of obtained approximate
solution, stating computationally veri?able initial conditions that ensure a safe convergence, etc. It is the solution of these challenging problems that
was the principal motivation for the present study. In this book, we are mainly concerned with the statement and study of initial conditions that pro-
vide the guaranteed convergence of an iterative method for solving equations of the form f(z) = 0. The traditional approach to this problem is mainly
based on asymptotic convergence analysis using some strong hypotheses on di?erentiability and derivative bounds in a rather wide domain.
While the prediction of observations is a forward problem, the use of actual observations to infer the properties of a model is an inverse problem. In-
verse problems are difficult because they may not have a unique solution. The description of uncertainties plays a central role in the theory, which is
based on probability theory. This book proposes a general approach that is valid for linear as well as for nonlinear problems. The philosophy is essen-
tially probabilistic and allows the reader to understand the basic difficulties appearing in the resolution of inverse problems. The book attempts to ex-
plain how a method of acquisition of information can be applied to actual real-world problems, and many of the arguments are heuristic.
This user-friendly introduction to the mathematics of probability and statistics (for readers with a background in calculus) uses numerous application-
s--drawn from biology, education, economics, engineering, environmental studies, exercise science, health science, manufacturing, opinion polls, psy-
chology, sociology, and sports--to help explain and motivate the concepts. A review of selected mathematical techniques is included, and an accom-
panying CD-ROM contains many of the figures (many animated), and the data included in the examples and exercises (stored in both Minitab compati-
ble format and ASCII). Empirical and Probability Distributions. Probability. Discrete Distributions. Continuous Distributions. Multivariable Distributions.
Sampling Distribution Theory. Importance of Understanding Variability. Estimation. Tests of Statistical Hypotheses. Theory of Statistical Inference.
Quality Improvement Through Statistical Methods. For anyone interested in the Mathematics of Probability and Statistics.
The essential introduction to the theory and application of linear models—now in a valuable new edition Since most advanced statistical tools are gen-
eralizations of the linear model, it is neces-sary to first master the linear model in order to move forward to more advanced concepts. The linear mod-
el remains the main tool of the applied statistician and is central to the training of any statistician regardless of whether the focus is applied or theo-
retical. This completely revised and updated new edition successfully develops the basic theory of linear models for regression, analysis of variance,
analysis of covariance, and linear mixed models. Recent advances in the methodology related to linear mixed models, generalized linear models, and
the Bayesian linear model are also addressed. Linear Models in Statistics, Second Edition includes full coverage of advanced topics, such as mixed
and generalized linear models, Bayesian linear models, two-way models with empty cells, geometry of least squares, vector-matrix calculus, simulta-
neous inference, and logistic and nonlinear regression. Algebraic, geometrical, frequentist, and Bayesian approaches to both the inference of linear
models and the analysis of variance are also illustrated. Through the expansion of relevant material and the inclusion of the latest technological devel-
opments in the field, this book provides readers with the theoretical foundation to correctly interpret computer software output as well as effectively
use, customize, and understand linear models. This modern Second Edition features: New chapters on Bayesian linear models as well as random and
mixed linear models Expanded discussion of two-way models with empty cells Additional sections on the geometry of least squares Updated coverage
of simultaneous inference The book is complemented with easy-to-read proofs, real data sets, and an extensive bibliography. A thorough review of
the requisite matrix algebra has been addedfor transitional purposes, and numerous theoretical and applied problems have been incorporated with se-
lected answers provided at the end of the book. A related Web site includes additional data sets and SAS® code for all numerical examples. Linear
Model in Statistics, Second Edition is a must-have book for courses in statistics, biostatistics, and mathematics at the upper-undergraduate and gradu-
ate levels. It is also an invaluable reference for researchers who need to gain a better understanding of regression and analysis of variance.
Taken literally, the title "All of Statistics" is an exaggeration. But in spirit, the title is apt, as the book does cover a much broader range of topics than
a typical introductory book on mathematical statistics. This book is for people who want to learn probability and statistics quickly. It is suitable for gra-
duate or advanced undergraduate students in computer science, mathematics, statistics, and related disciplines. The book includes modern topics
like non-parametric curve estimation, bootstrapping, and classification, topics that are usually relegated to follow-up courses. The reader is presumed
to know calculus and a little linear algebra. No previous knowledge of probability and statistics is required. Statistics, data mining, and machine learn-
ing are all concerned with collecting and analysing data.
The fundamental mathematical tools needed to understand machine learning include linear algebra, analytic geometry, matrix decompositions, vec-
tor calculus, optimization, probability and statistics. These topics are traditionally taught in disparate courses, making it hard for data science or com-
puter science students, or professionals, to efficiently learn the mathematics. This self-contained textbook bridges the gap between mathematical and
machine learning texts, introducing the mathematical concepts with a minimum of prerequisites. It uses these concepts to derive four central ma-
chine learning methods: linear regression, principal component analysis, Gaussian mixture models and support vector machines. For students and
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others with a mathematical background, these derivations provide a starting point to machine learning texts. For those learning the mathematics for
the first time, the methods help build intuition and practical experience with applying mathematical concepts. Every chapter includes worked exam-
ples and exercises to test understanding. Programming tutorials are offered on the book's web site.
The aim of this graduate textbook is to provide a comprehensive advanced course in the theory of statistics covering those topics in estimation, test-
ing, and large sample theory which a graduate student might typically need to learn as preparation for work on a Ph.D. An important strength of this
book is that it provides a mathematically rigorous and even-handed account of both Classical and Bayesian inference in order to give readers a broad
perspective. For example, the "uniformly most powerful" approach to testing is contrasted with available decision-theoretic approaches.
Now in its third edition, this classic book is widely considered the leading text on Bayesian methods, lauded for its accessible, practical approach to an-
alyzing data and solving research problems. Bayesian Data Analysis, Third Edition continues to take an applied approach to analysis using up-to-date
Bayesian methods. The authors—all leaders in the statistics community—introduce basic concepts from a data-analytic perspective before presenting
advanced methods. Throughout the text, numerous worked examples drawn from real applications and research emphasize the use of Bayesian infer-
ence in practice. New to the Third Edition Four new chapters on nonparametric modeling Coverage of weakly informative priors and boundary-avoid-
ing priors Updated discussion of cross-validation and predictive information criteria Improved convergence monitoring and effective sample size calcu-
lations for iterative simulation Presentations of Hamiltonian Monte Carlo, variational Bayes, and expectation propagation New and revised software
code The book can be used in three different ways. For undergraduate students, it introduces Bayesian inference starting from first principles. For gra-
duate students, the text presents effective current approaches to Bayesian modeling and computation in statistics and related fields. For researchers,
it provides an assortment of Bayesian methods in applied statistics. Additional materials, including data sets used in the examples, solutions to select-
ed exercises, and software instructions, are available on the book’s web page.
This is a graduate level textbook on measure theory and probability theory. The book can be used as a text for a two semester sequence of courses in
measure theory and probability theory, with an option to include supplemental material on stochastic processes and special topics. It is intended pri-
marily for first year Ph.D. students in mathematics and statistics although mathematically advanced students from engineering and economics would
also find the book useful. Prerequisites are kept to the minimal level of an understanding of basic real analysis concepts such as limits, continuity,
differentiability, Riemann integration, and convergence of sequences and series. A review of this material is included in the appendix. The book starts
with an informal introduction that provides some heuristics into the abstract concepts of measure and integration theory, which are then rigorously de-
veloped. The first part of the book can be used for a standard real analysis course for both mathematics and statistics Ph.D. students as it provides
full coverage of topics such as the construction of Lebesgue-Stieltjes measures on real line and Euclidean spaces, the basic convergence theorems,
L^p spaces, signed measures, Radon-Nikodym theorem, Lebesgue's decomposition theorem and the fundamental theorem of Lebesgue integration
on R, product spaces and product measures, and Fubini-Tonelli theorems. It also provides an elementary introduction to Banach and Hilbert spaces,
convolutions, Fourier series and Fourier and Plancherel transforms. Thus part I would be particularly useful for students in a typical Statistics Ph.D. pro-
gram if a separate course on real analysis is not a standard requirement. Part II (chapters 6-13) provides full coverage of standard graduate level prob-
ability theory. It starts with Kolmogorov's probability model and Kolmogorov's existence theorem. It then treats thoroughly the laws of large numbers
including renewal theory and ergodic theorems with applications and then weak convergence of probability distributions, characteristic functions, the
Levy-Cramer continuity theorem and the central limit theorem as well as stable laws. It ends with conditional expectations and conditional probability,
and an introduction to the theory of discrete time martingales. Part III (chapters 14-18) provides a modest coverage of discrete time Markov chains
with countable and general state spaces, MCMC, continuous time discrete space jump Markov processes, Brownian motion, mixing sequences, boots-
trap methods, and branching processes. It could be used for a topics/seminar course or as an introduction to stochastic processes. Krishna B. Athreya
is a professor at the departments of mathematics and statistics and a Distinguished Professor in the College of Liberal Arts and Sciences at the Iowa
State University. He has been a faculty member at University of Wisconsin, Madison; Indian Institute of Science, Bangalore; Cornell University; and
has held visiting appointments in Scandinavia and Australia. He is a fellow of the Institute of Mathematical Statistics USA; a fellow of the Indian Acade-
my of Sciences, Bangalore; an elected member of the International Statistical Institute; and serves on the editorial board of several journals in proba-
bility and statistics. Soumendra N. Lahiri is a professor at the department of statistics at the Iowa State University. He is a fellow of the Institute of
Mathematical Statistics, a fellow of the American Statistical Association, and an elected member of the International Statistical Institute.
This book covers modern statistical inference based on likelihood with applications in medicine, epidemiology and biology. Two introductory chapters
discuss the importance of statistical models in applied quantitative research and the central role of the likelihood function. The rest of the book is di-
vided into three parts. The first describes likelihood-based inference from a frequentist viewpoint. Properties of the maximum likelihood estimate, the
score function, the likelihood ratio and the Wald statistic are discussed in detail. In the second part, likelihood is combined with prior information to
perform Bayesian inference. Topics include Bayesian updating, conjugate and reference priors, Bayesian point and interval estimates, Bayesian
asymptotics and empirical Bayes methods. Modern numerical techniques for Bayesian inference are described in a separate chapter. Finally two more
advanced topics, model choice and prediction, are discussed both from a frequentist and a Bayesian perspective. A comprehensive appendix covers
the necessary prerequisites in probability theory, matrix algebra, mathematical calculus, and numerical analysis.
Mathematical Statistics for Economics and Business, Second Edition, provides a comprehensive introduction to the principles of mathematical statis-
tics which underpin statistical analyses in the fields of economics, business, and econometrics. The selection of topics in this textbook is designed to
provide students with a conceptual foundation that will facilitate a substantial understanding of statistical applications in these subjects. This new edi-
tion has been updated throughout and now also includes a downloadable Student Answer Manual containing detailed solutions to half of the over 300
end-of-chapter problems. After introducing the concepts of probability, random variables, and probability density functions, the author develops the
key concepts of mathematical statistics, most notably: expectation, sampling, asymptotics, and the main families of distributions. The latter half of
the book is then devoted to the theories of estimation and hypothesis testing with associated examples and problems that indicate their wide applica-

bility in economics and business. Features of the new edition include: a reorganization of topic flow and presentation to facilitate reading and unders-
tanding; inclusion of additional topics of relevance to statistics and econometric applications; a more streamlined and simple-to-understand notation
for multiple integration and multiple summation over general sets or vector arguments; updated examples; new end-of-chapter problems; a solution
manual for students; a comprehensive answer manual for instructors; and a theorem and definition map. This book has evolved from numerous gradu-
ate courses in mathematical statistics and econometrics taught by the author, and will be ideal for students beginning graduate study as well as for
advanced undergraduates.
This book is sequel to a book Statistical Inference: Testing of Hypotheses (published by PHI Learning). Intended for the postgraduate students of statis-
tics, it introduces the problem of estimation in the light of foundations laid down by Sir R.A. Fisher (1922) and follows both classical and Bayesian ap-
proaches to solve these problems. The book starts with discussing the growing levels of data summarization to reach maximal summarization and con-
nects it with sufficient and minimal sufficient statistics. The book gives a complete account of theorems and results on uniformly minimum variance
unbiased estimators (UMVUE)—including famous Rao and Blackwell theorem to suggest an improved estimator based on a sufficient statistic and Leh-
mann-Scheffe theorem to give an UMVUE. It discusses Cramer-Rao and Bhattacharyya variance lower bounds for regular models, by introducing Fish-
ers information and Chapman, Robbins and Kiefer variance lower bounds for Pitman models. Besides, the book introduces different methods of estima-
tion including famous method of maximum likelihood and discusses large sample properties such as consistency, consistent asymptotic normality
(CAN) and best asymptotic normality (BAN) of different estimators. Separate chapters are devoted for finding Pitman estimator, among equivariant es-
timators, for location and scale models, by exploiting symmetry structure, present in the model, and Bayes, Empirical Bayes, Hierarchical Bayes esti-
mators in different statistical models. Systematic exposition of the theory and results in different statistical situations and models, is one of the sever-
al attractions of the presentation. Each chapter is concluded with several solved examples, in a number of statistical models, augmented with exposi-
tion of theorems and results. KEY FEATURES • Provides clarifications for a number of steps in the proof of theorems and related results., • Includes nu-
merous solved examples to improve analytical insight on the subject by illustrating the application of theorems and results. • Incorporates Chapter-
end exercises to review student’s comprehension of the subject. • Discusses detailed theory on data summarization, unbiased estimation with large
sample properties, Bayes and Minimax estimation, separately, in different chapters.
This second, much enlarged edition by Lehmann and Casella of Lehmann's classic text on point estimation maintains the outlook and general style of
the first edition. All of the topics are updated, while an entirely new chapter on Bayesian and hierarchical Bayesian approaches is provided, and there
is much new material on simultaneous estimation. Each chapter concludes with a Notes section which contains suggestions for further study. This is a
companion volume to the second edition of Lehmann's "Testing Statistical Hypotheses".
Intended as the text for a sequence of advanced courses, this book covers major topics in theoretical statistics in a concise and rigorous fashion. The
discussion assumes a background in advanced calculus, linear algebra, probability, and some analysis and topology. Measure theory is used, but the
notation and basic results needed are presented in an initial chapter on probability, so prior knowledge of these topics is not essential. The presenta-
tion is designed to expose students to as many of the central ideas and topics in the discipline as possible, balancing various approaches to inference
as well as exact, numerical, and large sample methods. Moving beyond more standard material, the book includes chapters introducing bootstrap
methods, nonparametric regression, equivariant estimation, empirical Bayes, and sequential design and analysis. The book has a rich collection of ex-
ercises. Several of them illustrate how the theory developed in the book may be used in various applications. Solutions to many of the exercises are in-
cluded in an appendix.
A Course in Large Sample Theory is presented in four parts. The first treats basic probabilistic notions, the second features the basic statistical tools
for expanding the theory, the third contains special topics as applications of the general theory, and the fourth covers more standard statistical topics.
Nearly all topics are covered in their multivariate setting.The book is intended as a first year graduate course in large sample theory for statisticians.
It has been used by graduate students in statistics, biostatistics, mathematics, and related fields. Throughout the book there are many examples and
exercises with solutions. It is an ideal text for self study.
Mathematical Statistics with Applications in R, Second Edition, offers a modern calculus-based theoretical introduction to mathematical statistics and
applications. The book covers many modern statistical computational and simulation concepts that are not covered in other texts, such as the Jack-
knife, bootstrap methods, the EM algorithms, and Markov chain Monte Carlo (MCMC) methods such as the Metropolis algorithm, Metropolis-Hastings al-
gorithm and the Gibbs sampler. By combining the discussion on the theory of statistics with a wealth of real-world applications, the book helps stu-
dents to approach statistical problem solving in a logical manner. This book provides a step-by-step procedure to solve real problems, making the top-
ic more accessible. It includes goodness of fit methods to identify the probability distribution that characterizes the probabilistic behavior or a given
set of data. Exercises as well as practical, real-world chapter projects are included, and each chapter has an optional section on using Minitab, SPSS
and SAS commands. The text also boasts a wide array of coverage of ANOVA, nonparametric, MCMC, Bayesian and empirical methods; solutions to se-
lected problems; data sets; and an image bank for students. Advanced undergraduate and graduate students taking a one or two semester mathemat-
ical statistics course will find this book extremely useful in their studies. Step-by-step procedure to solve real problems, making the topic more accessi-
ble Exercises blend theory and modern applications Practical, real-world chapter projects Provides an optional section in each chapter on using
Minitab, SPSS and SAS commands Wide array of coverage of ANOVA, Nonparametric, MCMC, Bayesian and empirical methods
In this volume the underlying logic and practice of maximum likelihood (ML) estimation is made clear by providing a general modeling framework that
utilizes the tools of  ML methods.  This framework offers readers a flexible modeling strategy since it  accommodates cases from the simplest linear
models to the most complex nonlinear models that link a system of endogenous and exogenous variables with non-normal distributions. Using exam-
ples to illustrate the techniques of finding ML estimators and estimates, Eliason discusses: what properties are desirable in an estimator; basic tech-
niques for finding ML solutions; the general form of the covariance matrix for ML estimates; the sampling distribution of ML estimators; the application
of ML in the normal distribution as well as in other useful distributions; and some helpful illustrations of likelihoods.


